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Agenda

1. Demo PAW High Availability on a Prebuilt Swarm cluster
2. Start Building a New Swarm Cluster from SCratch(3 
manager and 2 worker nodes)
3. Advantages of the Private Cloud Operational Model
4. Finish Building the New Cluster
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Planning Analytics Workspace Local Distrusted: Advantages 

A Scalable, Highly Available PA Workspace platform 
with:

• Non-disruptive operations 

• Automated Rollouts and Rollbacks

• Elastic horizontal scaling

• Self-healing

• Service discovery & load balancing

• Secret and configuration mgt

• Intelligent request routing 
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PA Workspace Distributed Cluster

Rep & Synch



The Introduction of Containers into the Data 
Center Brings a New Challenge for Sysadmins
Managing Containers and Modernizing Data Centers
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Apps Jobs Services

Infrastructure
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Distributed container management(Kubernetes)

Local container management (Docker Engine)

Container agnostic infrastructure

Infrastructure

Container Networks Container Storage

Container Runtime
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System Services
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User workloads 

System management & service enablement 

Distributed container management

Local container management

Container agnostic infrastructure

Container aware infrastructure
Fast. Flexible. Intelligent.
Open. Enterprise-grade.

IBM Cloud Private
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What is Kubernetes?
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• Enterprise level container orchestration engine
• Provision, manage, scale applications across a cluster
• Declarative model: you provide the “desired state” of a cluster 

and Kubernetes will make it happen
• What’s in the name? Kubernetes (k8s/Kube): “Helmsman” in 

ancient Greek



IBM Planning Analytics Workspace –
High Availability
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Web Tier
TM1 Web, TM1 Application Web,  
Operations Console

• 8 Cores/32GB for TM1 Web Java engine and 
PMHUB running in WebSphere

• OS: RHEL Server 6,7—Ubuntu and Windows 
Server

Rich Tier 
Architect, Performance Modeler, 
Perspectives, Cognos Insight, PAx

• 2 Cores/4GB Desktop/Laptop Windows 7, 8, 
10 with latest IE11/Chrome/Firefox browsers

• MS Excel 2013 and 2016 

Data Tier
TM1 Admin Server, TM1 Server

Linux: RHEL Server 6,7 on x86-64 or IBM z Systems Hardware
Linux: Ubuntu 16.04 LTS on x86-64 Hardware 
Windows Server 2008, 2012, 2016

CPU/RAM requirements depend on model 
size and application complexity at runtime.  

Workspace Node1
Dockerized Micro Services and 
Databases (PAx requires PAW)

• 4 Cores/16GB (100 named users) or 8 
Cores/32GB (up to 1000 named 
users)

• Docker on Windows Server 2016 or 
RHEL Server 7 x86-64 with Docker EE 

Workspace Node2
Dockerized Micro Services and 
Databases (PAx requires PAW)

• 4 Cores/16GB (100 named users) or 8 
Cores/32GB (up to 1000 named 
users)

• Docker on Windows Server 2016 or 
RHEL Server 7 x86-64 with Docker EE 

Workspace Node3
Dev/QC Swarm cluster
3 ubuntu 18.04 VMs - 4 cores/16GB RAM
Install docker and initialize swarm on 
node1
Add node2 and 3 to the swarm as 
managers
Install and configure PAW-Dist on node 1
PAW services will automatically scale to 
the 3 nodes.



Setting Up a 3 Node PAW Distributed 
Cluster on Fyre – How to?  



Step 0: provision 3 medium sized Ubunto
machines



Step 1. Upload paw package to node 1



once upload (scp) is complete, unzip paw 
package



Initial PAW dir content has the start.sh script 
that installs PAWLD



Install Docker on the 3 nodes ($curl –sSL https://get.docker.com |sh)

https://get.docker.com/


$Docker info



Initialize swarm and add manager nodes



List and Label the swarm nodes



Install PAW: $./start.sh and wait for 7 mn



Accept licences and Configure PAW as usual



Validate your congfiguration and update   
(notice no status tab)







$docker service ls $docker secret ls @docker
network ls



Google portainer install
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Databases

PAW uses several different databases to store assets. Each database is automatically configured for replication. 

Redis

Redis is an in-memory key/value store used by PAW to persist user settings, favorites and bookmarks. Redis 

Sentinel instances elect a master from amongst the three Redis instances. Sentinels monitor the health of the 

Redis servers and promote one to master in event of failure.

MongoDB

MongoDB is a document-oriented database. Assets such as PAW books, views, and Web sheets are stored here. 

PAW deploys a three-member replica set to survive most system failures.

CouchDB

CouchDB is a highly available document-centric database used to store user chats. PAW configures only two 

nodes.  Because CouchDB supports master-master replication, this is sufficient to tolerate single node failure.

MySQL

MySQL relational database is used to store accounts, tenants, users, roles, capabilities, etc. MySQL is configured 

to use the NDB Cluster storage back end. This is a high-availability, high-redundancy version of MySQL.



IBM Planning Analytics Workspace Local Micro Services 

Service name Description

paw_bss Manages accounts, tenants, users, groups, roles, capabilities
paw_bss-init Provides initial configuration of BSS

paw_cdn3p Apache proxy serves up static files to browser clients

paw_couchdb1/2 Instances of CouchDB replicated database

paw_glass Manages components in the PAW UX

paw_mongo1/2/3 Instances of MongoDB replicated database

paw_mysql-data1/2 Instances of MySQL NDB Cluster Data Nodes

paw_mysql-mgmt MySQL NDB Cluster Management Server

paw_mysql-server MySQL Server instances

paw_neo-idviz PAW Content Store to store books, views, etc.

paw_neo-provision PAW Content Store configuration agent

paw_pa-gateway Main Apache gateway into PAW

paw_pa-login Authentication service

paw_prism-app Dashboard service

paw_prism-platform Query engine, Contribution, Analysis, Modelling and ancillary services
paw_prism-proxy Apache proxy in front of paw_prism-app and paw_prism-platform

paw_redis1/2/3 Instances of Redis replicated database

paw_sentinel1/2/3 Instances of Redis sentinels to manage fail-over

paw_share-app Share UX service

paw_share-platform Share core service

paw_share-proxy Apache proxy in front of paw_share-app and paw_share-platform

paw_social Chat service

paw_user-admin Administration service
paw_wa-proxy PAW proxy

paw_welcome Welcome page service
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IBM Planning Analytics 
Architecture Roadmap PAx PA Workspace PA API

PA Web Tier 
(PA Gateway, Authentication and Authorization) 

PA Application Tier 
(PA REST Microservices for modeling, admin, E2E plan creation)

PA Meta-Data Tier 
(MongoDB, CouchDB, Redis, 

MySQL)

PA Data Tier 
(TM1 Servers)

IBM Cloud Private

HTTPS:443Secure, Scalable, Highly Available PA 
System with:

• Non-disruptive operations

• Automated Rollouts and Rollbacks

• Elastic horizontal scaling

• Self-healing

• Service discovery & load balancing

• Secret and configuration mgt

• Intelligent scheduling 

PA with ICP is game changing!  bringing cloud operation 
efficiency and reliability to your data center. IBM Public Cloudor
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Thank You
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