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Agenda

1. Demo PAW High Availability on a Prebuilt Swarm cluster
2. Start Building a New Swarm Cluster from SCratch(3 
manager and 2 worker nodes)
3. Advantages of the Private Cloud Operational Model
4. Finish Building the New Cluster
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Planning Analytics Workspace Local Distrusted: Advantages 

A Scalable, Highly Available PA Workspace platform 
with:

Å Non-disruptive operations 

Å Automated Rollouts and Rollbacks

Å Elastic horizontal scaling

Å Self-healing

Å Service discovery & load balancing

Å Secret and configuration mgt

Å Intelligent request routing 
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PA Workspace Distributed Cluster

Rep & Synch



The Introduction of Containers into the Data 
Center Brings a New Challenge for Sysadmins
Managing Containers and Modernizing Data Centers
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System management & service enablement 

Distributed container management

Local container management

Container agnostic infrastructure

Container aware infrastructure
Fast. Flexible. Intelligent.
Open. Enterprise-grade.
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What is Kubernetes?
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ÅEnterprise level container orchestration engine
ÅProvision, manage, scale applications across a cluster
ÅA&$/!5!7,9& 02%&/m <28 3529,%& 7+& t%&6,5&% 67!7&u 2' ! $/867&5 

and Kubernetes will make it happen
ÅT+!7s6 ,1 7+& 1!0&  H8#&51&7&6 ¡.b6§Kube¢m tE&/060!1u ,1 

ancient Greek
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High Availability
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Web Tier
TM1 Web, TM1 Application Web,  
Operations Console

Å8 Cores/32GB for TM1 Web Java engine and 
PMHUB running in WebSphere
ÅOS: RHEL Server 6,7iUbuntu and Windows 

Server

Rich Tier 
Architect, Performance Modeler, 
Perspectives, Cognos Insight, PAx

Å2 Cores/4GB Desktop/Laptop Windows 7, 8, 
10 with latest IE11/Chrome/Firefox browsers
ÅMS Excel 2013 and 2016 

Data Tier
TM1 Admin Server, TM1 Server

Linux: RHEL Server 6,7 on x86-64 or IBM z Systems Hardware
Linux: Ubuntu 16.04 LTS on x86-64 Hardware 
Windows Server 2008, 2012, 2016

CPU/RAM requirements depend on model 
size and application complexity at runtime .  

Workspace Node1
Dockerized Micro Services and 
Databases (PAx requires PAW)

Å4 Cores/16GB (100 named users) or 8 
Cores/32GB (up to 1000 named 
users)
ÅDocker on Windows Server 2016 or 

RHEL Server 7 x86-64 with Docker EE 

Workspace Node2
Dockerized Micro Services and 
Databases (PAx requires PAW)

Å4 Cores/16GB (100 named users) or 8 
Cores/32GB (up to 1000 named 
users)
ÅDocker on Windows Server 2016 or 

RHEL Server 7 x86-64 with Docker EE 

Workspace Node3
Dev/QC Swarm cluster
3 ubuntu 18.04 VMs - 4 cores/16GB RAM
Install docker and initialize swarm on 
node1
Add node2 and 3 to the swarm as 
managers
Install and configure PAW-Dist on node 1
PAW services will automatically scale to 
the 3 nodes.



Setting Up a 3 Node PAW Distributed 
Cluster on Fyre hHow to?  



Step 0: provision 3 medium sized Ubunto
machines



Step 1. Upload paw package to node 1



once upload (scp) is complete, unzip paw 
package


